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High-Profile AI Copyright Cases
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Whose responsibility?
IP rights holders? Dataset creators? AI Developers? Users?
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Presentation Overview: Our Goals

Identifying Issues:
Detecting copyright 

violations and 
evaluating model 

performance

Guarding 
Copyright:

Protecting works 
from being used in 
AI systems without 

authorization

Ethical Design:
Designing AI models 
to prevent generation 
of content violating 

copyright

+ Policy options and toolkits for supporting AI copyright compliance
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Tutorial Roadmap

5

How do we identify where AI is likely violating copyright?

What can creators do to protect their works from being infringed?

What can developers do to prevent their models from infringing on copyright?

How can regulations and policies best supplement these efforts?

Where should researchers look to next, and what tools can help them do so?
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Background
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Generative AI Models
● AI trained to generate content 

○ Compared to predictive / 
classification / decision 
models

● Input and output types vary [1]
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[1] Roberto Gozalo-Brizuela and Eduardo C. Garrido-Merchan. 2023. ChatGPT is not all you need. A State 
of the Art Review of large Generative AI models.
arXiv:2301.04655 [cs.LG] https://arxiv.org/abs/230



Model Size 
● Smaller models may be easier to handle from a copyright perspective 

○ Most research here focuses on language models
○ Model size still has a trade-off with accuracy [2]
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[2] Cheng-Yu Hsieh, Chun-Liang Li, Chih-Kuan Yeh, Hootan Nakhost, Yasuhisa Fujii, Alexander Ratner, 
Ranjay Krishna, Chen-Yu Lee, and Tomas Pfister. 2023. Distilling Step-by-Step! Outperforming Larger 
Language Models with Less Training Data and Smaller Model Sizes. arXiv:2305.02301 [cs.CL] 
https://arxiv.org/abs/2305.02301



Encoder/Decoder Architecture
● Encoder: encodes inputs into a high-dimensional latent space representation
● Decoder: decodes this representation into a generated output
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[3] Yihan Cao, Siyu Li, Yixin Liu, Zhiling Yan, Yutong Dai, Philip S. Yu, and Lichao Sun. 2023. A 
Comprehensive Survey of AI-Generated Content (AIGC): A History of Generative AI from GAN to 
ChatGPT. arXiv:2303.04226 [cs.AI] https://arxiv.org/abs/2303.04226



Pretraining
● Large amounts of resources are 

needed to train most models
● Solution: pre-training [4]

○ General purpose models are 
created

○ Later fine-tuned or combined 
with other models

● More complex chain of 
accountability: “indirect liability” 
issues
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[4] Hoifung Poon and Jianfeng Gao. 2020. Domain-specific language model pretraining for biomedical 
natural language processing. Microsoft Research. 
https://www.microsoft.com/en-us/research/blog/domain-specific-language-model-pretraining-for-biomedic
al-natural-language-processing/ 



Pre-training
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[3] Yihan Cao, Siyu Li, Yixin Liu, Zhiling Yan, Yutong Dai, Philip S. Yu, and Lichao Sun. 2023. A 
Comprehensive Survey of AI-Generated Content (AIGC): A History of Generative AI from GAN to 
ChatGPT. arXiv:2303.04226 [cs.AI] https://arxiv.org/abs/2303.04226
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Pre-training
● Feedback and fine-tuning methods: RLHF vs Constitutional AI [5]
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[5] Javier Luengo Molero. 2024. RLHF vs RLAIF: What’s the Difference and Why Does It Matter? 
https://www.linkedin.com/posts/javier-luengo-molero_rlhf-vs-rlaif-whats-the-difference-and-activity-7251
644563247841280-TkPH/



Memorization

AI often copies training data! [6] [7]
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[6] Nicholas Carlini, Jamie Hayes, Milad Nasr, Matthew Jagielski, Vikash Sehwag, Florian Tramèr, Borja Balle, Daphne Ippolito, 
and Eric Wallace. 2023. Extracting Training Data from Diffusion Models. arXiv:2301.13188 [cs.CR] 
https://arxiv.org/abs/2301.13188
[7] Peter Henderson, Xuechen Li, Dan Jurafsky, Tatsunori Hashimoto, Mark A. Lemley, and Percy Liang. 2023. Foundation 
Models and Fair Use. Journal of Machine Learning Research 24, 400 (2023), 1–79. http://jmlr.org/papers/v24/23-0569.html



Memorization

● Multiple causes: 
○ Overfitting
○ Underlying data distribution

● Different degrees of freedom
● Hypothesis: memorization occurs 

where the  manifold learned by 
the generative model contains x 
but has too small a dimensionality 
at x [8] 
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[8] Brendan Leigh Ross, Hamidreza Kamkari, Tongzi Wu, Rasa Hosseinzadeh, Zhaoyan Liu, George Stein, 
Jesse C. Cresswell, and Gabriel Loaiza-Ganem. 2024. A Geometric Framework for Understanding 
Memorization in Generative Models. arXiv:2411.00113 [stat.ML] https://arxiv.org/abs/2411.00113



Memorization
● Plagiarism is not just 

just verbatim! [9]
● Frequency of behaviors 

depends on many 
factors
○ Model size 
○ Algorithm
○ Data distribution
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[9] Jooyoung Lee, Thai Le, Jinghui Chen, and Dongwon Lee. 2023. Do Language Models Plagiarize?. In 
WWW ’23: Proceedings of the ACM Web Conference. 3637–3647. 
https://doi.org/10.1145/3543507.3583199



Copyright
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4 pillars of fair use

Purpose and character of use

Nature of copyrighted work

Amount and substantiality of portion 
taken

Effect of use on potential market

Is training AI “transformative” ?

Facts vs expressive aspects

Data not always transparent

Will AI replace original work?
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Infringement or not? Ambiguous cases

APIs
(Oracle v Google, 2014)

Google Books
(Author’s Guild v. Google, 

2015)

Abridged story 
versions for children
(Penguin Random House v. 

Colting, 2017)
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[7] Peter Henderson, Xuechen Li, Dan Jurafsky, Tatsunori Hashimoto, Mark A. Lemley, and Percy Liang. 
2023. Foundation Models and Fair Use. Journal of Machine Learning Research 24, 400 (2023), 1–79. 
http://jmlr.org/papers/v24/23-0569.html



Violations are also ambiguous for AI!
● Generation often combines expressive 

and non-expressive properties [10]
● Analyzing compliance requires 

analyzing: 
○ Low-level transformations: 

n-grams and verbatim copying
○ High-level concepts: themes and 

storylines
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[10] Tong Chen, Akari Asai, Niloofar Mireshghallah, Sewon Min, James Grimmelmann, Yejin Choi, 
Hannaneh Hajishirzi, Luke Zettlemoyer, and Pang Wei Koh. 2024. CopyBench: Measuring Literal and 
Non-Literal Reproduction of Copyright-Protected Text in Language Model Generation. (2024). 
arXiv:2407.07087 [cs.CL] https://arxiv.org/abs/2407.07087



Challenges for Applying Copyright to AI

● Black box models: generative 
AI models have limited 
explainability
○ Result: it can be unclear 

how a certain violation was 
prompted to occur 
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[11] Johannes Schneider. 2024. Explainable Generative AI (GenXAI): a survey, conceptualization, and 
research agenda. Artificial Intelligence Review 57, 11 (Sept. 2024). 
https://doi.org/10.1007/s10462-024-10916-x
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Challenges for Applying Copyright to AI
● AI Supply Chain: the creation of an AI model 

takes place in many different stages, each 
involving different actors and goals [12]
○ Result #1: it can be difficult to trace and 

assign liability 
○ Result #2: copyright interventions must 

be targeted at the appropriate level to be 
effective
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[12] Katherine Lee, A. Feder Cooper, and James Grimmelmann. 2024. Talkin’ ’Bout AI Generation: 
Copyright and the Generative-AI Supply Chain. arXiv:2309.08133 [cs.CY] 
https://arxiv.org/abs/2309.08133



Need for co-evolution of technology and law

Courts need: 
technical information to 

avoid making overly 
restrictive or permissive 

decisions about AI training

Developers need: 
Standards and processes to 

reduce risk of expensive 
legal battles
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[7] Peter Henderson, Xuechen Li, Dan Jurafsky, Tatsunori Hashimoto, Mark A. Lemley, and Percy Liang. 
2023. Foundation Models and Fair Use. Journal of Machine Learning Research 24, 400 (2023), 1–79. 
http://jmlr.org/papers/v24/23-0569.html



Taxonomy
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Detection and Evaluation

24



Goal: Find violations and calculate risk 

Detection Evaluation

Looks for Existing violations Potential violations 

Looks at All web content: may be 
AI-generated or not AI models and their outputs

Tries to answer Where is copyrighted content 
being misused? 

Is it likely that this model will 
generate copyrighted content?
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Detection: 2 main approaches
Detecting copyright violations 

Problem: AI often alters copyrighted 
work beyond its original form, making it 

harder to detect

Detecting AI generated content 

Problem: Memorization means AI 
copyright violations often more closely 

resemble human work than AI
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Detecting copyright violations: image tools

Yandex
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[13] Wosinski, K. (2021) Comparison of reverse image searching in popular search engines [OSINT hints], 
Securitum. Available at: 
https://www.securitum.com/comparison_of_reverse_image_searching_in_popular_search_engines_osint_hi
nts.html (Accessed: 04 December 2024). 

[13]



Detecting copyright violations: text tools
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GrammarlyScribbr



These methods have limits:
● Most only search for specific content input by a user 

○ As a result, rights holders must individually check for protection of their works 
○ Need a system to comprehensively search for violations across the web

■ However, this is difficult: ownership rights are often unclear 
● Limited performance in some cases

○ May not catch alterations / distortions of an image
○ Violations may be found in unexpected formats

■   (ex: image appearing in a video)
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Detecting violations: BERT + DNNs
● AI networks can help with some of 

these problems!
● Hernandez-Suarez et al (2024): [14]

○ Use pre-trained BERT encoding to 
understand relevant topics and 
traverse the web for violations 

○ Use DNN to classify potentially 
suspicious websites into 
non-infringing vs different 
infringed media types
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[14] Aldo Hernandez-Suarez, Gabriel Sanchez-Perez, Linda Karina Toscano-Medina, Hector Manuel 
Perez-Meana, Jose Portillo-Portillo, and Jesus Olivares-Mercado. 2023. Methodological Approach for 
Identifying Websites with Infringing Content via Text Transformers and Dense Neural Networks. Future 
Internet 15, 12 (Dec. 2023), 397. https://doi.org/10.3390/fi15120397



Detecting violations: BERT + DNNs
Suspicious features [14]: 

● Intrusive advertising
● Dubious reputation
● Adware
● URL shorteners
● Many scripts run 

through JavaScript
● CAPTCHAs
● Frequent redirects
● Many cross-domain 

and download links
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[14] Aldo Hernandez-Suarez, Gabriel Sanchez-Perez, Linda Karina Toscano-Medina, Hector Manuel 
Perez-Meana, Jose Portillo-Portillo, and Jesus Olivares-Mercado. 2023. Methodological Approach for 
Identifying Websites with Infringing Content via Text Transformers and Dense Neural Networks. Future 
Internet 15, 12 (Dec. 2023), 397. https://doi.org/10.3390/fi15120397



Detecting violations: BERT + DNNs
BERT/DNN architecture 
may be helpful for AI 
copyright issues

However, more work is 
needed!!

● Detection studies 
limited in scope 

● Non-direct 
violations
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[14] Aldo Hernandez-Suarez, Gabriel Sanchez-Perez, Linda Karina Toscano-Medina, Hector Manuel 
Perez-Meana, Jose Portillo-Portillo, and Jesus Olivares-Mercado. 2023. Methodological Approach for 
Identifying Websites with Infringing Content via Text Transformers and Dense Neural Networks. Future 
Internet 15, 12 (Dec. 2023), 397. https://doi.org/10.3390/fi15120397



AIGC Detection: Common Methods
● Several methods have been 

developed for text, image, video, 
and multimodal content [15[
○ Logistic Regression
○ Random Forest
○ SVM
○ Classifier-based

● However, they face the same 
trade-off: copies of human work 
are less clearly AI generated! 
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[15] Daeeol Park, Hyunsik Na, and Daeseon Choi. 2024. Performance Comparison and Visualization of 
AI-Generated-Image Detection Methods. IEEE Access 12 (2024), 62609–62627. 
https://doi.org/10.1109/ACCESS.2024.3394250



AIGC Detection: Source Model Attribution
● Li et al (2024): embed copyright watermarks into protected images and use a visual 

backbone to extract meaningful features and figure out how a potentially violating 
image was generated [16] 
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[16] Runyi Li, Xuanyu Zhang, Zhipei Xu, Yongbing Zhang, and Jian Zhang. 2024. Protect-Your-IP: 
Scalable Source-Tracing and Attribution against Personalized Generation. arXiv:2405.16596 [cs.CV] 
https://arxiv.org/abs/2405.16596



AIGC Detection: Source Model Attribution
● Let’s say we combine infringement detection and AIGC detection and find an 

infringing piece which we know is AI generated 

● How do we hold the right party responsible?

● Need to identify which AI model made a piece of infringing content 

○ Some methods require access to the underlying LLMs

○ Others can be done black-box  
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AIGC Detection: Source Model Attribution
● Combination of proactive watermarking and passive detection
● Limitation: experiment conducted with small domain of celeb portrait images 
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[16] Runyi Li, Xuanyu Zhang, Zhipei Xu, Yongbing Zhang, and Jian Zhang. 2024. Protect-Your-IP: 
Scalable Source-Tracing and Attribution against Personalized Generation. arXiv:2405.16596 [cs.CV] 
https://arxiv.org/abs/2405.16596



AIGC Detection: Generated Code
● Challenge: technical constraints mean human and AI-generated code is often similar

○ Expressive vs non-expressive elements are often unclear for copyright

● Xu et al [17]: combine expert human review with a database of open-source code 
samples to establish a standard of ``striking similarity`` for assessing infringement

37
[17] Weiwei Xu, Kai Gao, Hao He, and Minghui Zhou. 2024. A First Look at License Compliance 
Capability of LLMs in Code Generation. arXiv:2408.02487 [cs.SE] https://arxiv.org/abs/2408.02487



AIGC Detection: Generated Code 
● Traditional similarity metrics: BLEU-4, Jaccard similarity , Edit distance
● Number of function body lines 
● Cyclomatic complexity
● Similarity between comments

Developed using input from expert human 
reviewers to determine if independent 

creation could have been possible

38
[17] Weiwei Xu, Kai Gao, Hao He, and Minghui Zhou. 2024. A First Look at License Compliance 
Capability of LLMs in Code Generation. arXiv:2408.02487 [cs.SE] https://arxiv.org/abs/2408.02487



AIGC Detection: Generated Code
● LICOEVAL: Assesses LLM compliance with open-source software licenses [17]
● Most common LLMs fail to provide accurate licensing info when generating code!! 

○ Likely violating open-source reuse terms 
● However, this method requires data sources to be known and public 

39
[17] Weiwei Xu, Kai Gao, Hao He, and Minghui Zhou. 2024. A First Look at License Compliance 
Capability of LLMs in Code Generation. arXiv:2408.02487 [cs.SE] https://arxiv.org/abs/2408.02487



Evaluation: 3 key approaches 

Jailbreaking
“Can I purposefully 
trigger the model to 
generate copyrighted 
content to show its 
vulnerabilities?”

Model prompting
“Can I see if my 

copyrighted work 
was used in training 

this model?”

Model-level risk 
quantification

“Can certain model 
features tell us about 

the overall risk of 
violations?”

40

May be used by AI developers or IP rights holders



Jailbreaking: automated prompts
● Prompt injection techniques can often cause a model to generate copyrighted content
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[18] Minseon Kim, Hyomin Lee, Boqing Gong, Huishuai Zhang, and Sung Ju Hwang. 2024. Automatic 
Jailbreaking of the Text-to-Image Generative AI Systems. arXiv:2405.16567 [cs.AI] 
https://arxiv.org/abs/2405.16567

[18]



Jailbreaking: automated prompts
Kim et al [18] create a 3-step automatic prompt generation pipeline:
1. Use vision-language model to generate a seed prompt describing the target
2. Use a revision optimization step to obtain a more closely matching image
3. Append suffix prompts (keyword suppression, adding intention, etc) 
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[18] Minseon Kim, Hyomin Lee, Boqing Gong, Huishuai Zhang, and Sung Ju Hwang. 2024. Automatic 
Jailbreaking of the Text-to-Image Generative AI Systems. arXiv:2405.16567 [cs.AI] 
https://arxiv.org/abs/2405.16567



Jailbreaking: evaluating indirect copying
● Chen et al [10]: COPYBENCH benchmark 

for non-literal copying [10]
○ Uses crowd-sourced human-written 

summaries of protected content 
○ Extracted from CliffNotes using GPT4

● Prompts an LLM to generate a story that may 
be similar 

● Also tests fact recall (can the model answer 
questions about the text?) and fluency (do 
model outputs make sense?)
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[10] Tong Chen, Akari Asai, Niloofar Mireshghallah, Sewon Min, James Grimmelmann, Yejin Choi, 
Hannaneh Hajishirzi, Luke Zettlemoyer, and Pang Wei Koh. 2024. CopyBench: Measuring Literal and 
Non-Literal Reproduction of Copyright-Protected Text in Language Model Generation. (2024). 
arXiv:2407.07087 [cs.CL] https://arxiv.org/abs/2407.07087



Jailbreaking: evaluating indirect copying

● Indirect copying is 
common, and 
connected to fact recall

● Mitigation methods 
may fail to properly 
address indirect 
copying, or have 
tradeoffs with utility
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[10] Tong Chen, Akari Asai, Niloofar Mireshghallah, Sewon Min, James Grimmelmann, Yejin Choi, 
Hannaneh Hajishirzi, Luke Zettlemoyer, and Pang Wei Koh. 2024. CopyBench: Measuring Literal and 
Non-Literal Reproduction of Copyright-Protected Text in Language Model Generation. (2024). 
arXiv:2407.07087 [cs.CL] https://arxiv.org/abs/2407.07087



Model prompting: exposing dataset contents
● Duarte et al [19] 

create DE-COP, a 
benchmark for 
determining if a piece 
of content is in a 
model’s training data

● Approach: Can an 
LLM distinguish 
verbatim vs 
paraphrased passage 
completions?

45

[19] André V. Duarte, Xuandong Zhao, Arlindo L. Oliveira, and Lei Li. 2024. DE-COP: Detecting 
Copyrighted Content in Language Models Training Data. arXiv:2402.09910 [cs.CL] 
https://arxiv.org/abs/2402.09910



Model prompting: exposing dataset contents
● DE-COP is quite accurate! [19]

○ 72% accuracy for detecting suspect books compared to 4% for previous models 
○ However, accuracy decreases for longer passages 

● Doesn’t fully solve copyright problem: knowing dataset contents is helpful, but not 
enough to prove violations 
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[19] André V. Duarte, Xuandong Zhao, Arlindo L. Oliveira, and Lei Li. 2024. DE-COP: Detecting 
Copyrighted Content in Language Models Training Data. arXiv:2402.09910 [cs.CL] 
https://arxiv.org/abs/2402.09910



Model level risk quantification: CopyScope
● Training-data based solutions don’t always work: datasets are not always public, and 

the model is the responsible party, not the image
● Zhou et al [20] introduce CopyScope: a framework to codify infringement at the 

model level using Frechet Inception Distance 

Identify:
Analyze generated 
images and select 

pivotal 
components for 

describing 
infringing models 

Quantify: use FID 
to measure the 
similarity of 

images generated 
with different 

model 
combinations

Evaluate: Use 
FID-Shapley value 

to trace the 
contributions of 
different models 

and find the 
infringing one
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[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
https://arxiv.org/abs/2311.12847



Model level risk quantification: CopyScope

48

[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
https://arxiv.org/abs/2311.12847



Model level risk quantification: CopyScope
● Identify stage: 4 main components and models for generating Mona Lisa copies

○ Specific models chosen may differ depending on task 
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[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
https://arxiv.org/abs/2311.12847



Model level risk quantification: CopyScope
● Quantify stage: Different alliances of component models used to generate images
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[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
https://arxiv.org/abs/2311.12847



Model level risk quantification: CopyScope
● Quantify stage: Different alliances of component models used to generate images

○ 30 alliances, including six models, with 100 batches of images for each alliance 

51

[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
https://arxiv.org/abs/2311.12847



Model level risk quantification: CopyScope
● Quantify stage: FID values used to measure the similarity of images generated with 

different model alliances
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[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
https://arxiv.org/abs/2311.12847



Model level risk quantification: CopyScope
● What are FID values? Frechet Inception Distance (FID) calculates the distance 

between the feature vectors of real and fake images
● Lower score = smaller distance between synthetic and real data distributions
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[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
https://arxiv.org/abs/2311.12847



Model level risk quantification: CopyScope
● Evaluate stage: Use FID-Shapley 

value to trace the contributions of 
different models and find the 
infringing one

● Shapley Value method to calculate 
the contribution of a model in the 
alliance:
1. Consider all possible 

sub-alliances that include that 
model 

2. Take the weighted average of 
the differences between each 
sub-alliance with and without 
that model
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[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
https://arxiv.org/abs/2311.12847



Model level risk quantification: CopyScope
● Advantages of FID-Shapley 

value method: 
○ More accurate and realistic 

contribution evaluation than 
previous methods 

○ Captures image similarity 
using a method that most fits 
human perception naturally

● Allows developers to understand 
what parts of their pipeline might 
cause violations
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[20] Junlei Zhou, Jiashi Gao, Ziwei Wang, and Xuetao Wei. 2023. CopyScope: Model-level Copyright 
Infringement Quantification in the Diffusion Workflow. arXiv:2311.12847 [cs.CV] 
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Protecting copyrighted works from AI
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Goal: safeguard individual works from misuse
● Creators are increasingly concerned about how to protect their work from AI!! 
● Protection methods applied at data creation, collection, and pre-processing level

○ May be used by IP holders or AI developers 
○ Sometimes overlap with detection methods aiming for traceability
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Protection: 4 main approaches

Watermarking
Assert ownership and signal 

protection of a work

Fingerprinting
Track the usage of a specific 

protected work

Cryptographic methods
Enhance security and resilience to 

transformation

Synthetic data
Reduce the need for developers to 
rely on stolen copyrighted works
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Watermarking
● Goal: identify ownership over 

content with an imperceptible 
identification layer 

● Embedded directly into 
images or intermediate 
representations like 
encoder/decoder maps [21]

● How is watermark applied? 
○ Attention-based methods
○ Cryptographic methods

59

[21] Jingyi Deng, Chenhao Lin, Zhengyu Zhao, Shuai Liu, Qian Wang, and Chao Shen. 2024. A Survey of 
Defenses against AI-generated Visual Media: Detection, Disruption, and Authentication. arXiv:2407.10575 
[cs.CV] https://arxiv.org/abs/2407.10575



Attention based watermarks
● Traditional methods naively repeat information across a full image 
● Attention based models consider that some parts of a frame may be more important 

than others, and focus on the most important parts
○ Attention based models are more robust to transformations like compression, 

cropping, and scaling
○ They also improve transparency – an “attention mask” shows what the model is 

focusing on
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Attention based watermarks
● Zhang et al [22] use an attention mechanism for robust video watermarking 

Traditional approach: 
naive repetition Attention approach: learns probability distribution over the 

data for each pixel to generate a compact representation

61
[22] Kevin A. Zhang, Lei Xu, Alfredo Cuesta-Infante, and Kalyan Veeramachaneni. 2019. Robust Invisible 
Video Watermarking with Attention. (Sep 2019). https://arxiv.org/abs/1909.01285



Attention based watermarks
● This watermark is imperceptible but can be recovered even after transformations 
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[22] Kevin A. Zhang, Lei Xu, Alfredo Cuesta-Infante, and Kalyan Veeramachaneni. 2019. Robust Invisible 
Video Watermarking with Attention. (Sep 2019). https://arxiv.org/abs/1909.01285



Attention methods: Tchebichef moments
● Tchebichef moments: describe the spatial distribution of an image’s intensity

○ Based on the discrete Tchebichef polynomials – orthogonal polynomials 
○ Can be used to capture features and reconstruct images 
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[23] Bin Xiao, Jian-Feng Ma, and Jiang-Tao Cui. 2012. Radial Tchebichef moment invariants for image recognition. 
Journal of Visual Communication and Image Representation 23, 2 (Feb. 2012), 381–386. 
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Attention methods: Tchebichef moments
Ernawan and Kabir [25] steps: 

1. Partition image into 
non-overlapping blocks

2. Calculate Tchebichef 
moments for each bloc

3. Embed watermark, 
prioritizing areas of lower 
visual entropy 

4. Scramble the watermark 
using Arnold transform

5. Embed the scrambled 
watermark into the 
Tchebichef moments of 
selected image blocks
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[25] Ferda Ernawan and Muhammad Nomani Kabir. 2019. An Improved Watermarking Technique for 
Copyright Protection Based on Tchebichef Moments. IEEE Access 7 (2019), 151985–152003. 
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Attention methods: Tchebichef moments
● This method is highly resilient across different types of transformations and attacks! [25]

Noise and filters Cropping and rotation Compression
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[25] Ferda Ernawan and Muhammad Nomani Kabir. 2019. An Improved Watermarking Technique for 
Copyright Protection Based on Tchebichef Moments. IEEE Access 7 (2019), 151985–152003. 
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Enhancing pattern uniformity: DiffusionShield
● Attention mechanisms are resilient 

to image transformations – but 
there’s a problem 

● Applying watermarks in a unique 
way to each image decreases 
pattern uniformity 

● More pattern uniformity = greater 
chance of being learned 
reproduced by a generative 
diffusion model [26]
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Enhancing pattern uniformity: DiffusionShield
● Cui et al [26]: DiffusionShield 

○ Blockwise strategy 
○ Divides watermarks into a user-specific sequence of 

patterns 
○ Joint optimization between a basic patch patterns and 

decoder to find the most detectable patches
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Enhancing pattern uniformity: DiffusionShield
● Example: learning a 

watermarked bird class 
● Watermark is learned much 

earlier than semantic 
features 

Higher distortion budget
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Enhancing pattern uniformity: DiffusionShield
● More robust across transformations compared to 

conventional fingerprinting methods HiDDeN 
and DeepFake Fingerprint Detection (DFD) [26]

● Different messages can be encoded for different 
copyright owners 
○ Performs well for multiple users with low 

budget (amount of image distortion 
allowed) and copyright rate 
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Cryptographic watermarking methods 
● Some watermarking techniques add cryptography to enhance traceability / security
● Benefits of cryptographic methods: 

○ More secure across transformations (robust watermarks)
○ Provides clear record of tampering (fragile watermarks)

Robust watermarks
Highly resistant to attacks and can 

withstand significant modifications to 
the data (keeps the watermark there)

Fragile watermarks
Easily compromised by even minor 

changes or attempts to tamper with the 
data (shows if data is tampered)
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Cryptographic watermarking methods 
● Zheng et al [27]: develops video copyright protection system combining blockchain 

and double-layered watermark 

● Embed both robust and fragile watermarks into the video: 

○ Robust watermark: copyright protection 

○ Fragile watermark: tamper detection and identity verification 

● Blockchain used to authenticate the watermark owner 

● 90% precision rate and 95% recall rate in detecting tampered parts of watermarked 
videos, preventing adversarial attacks 
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Cryptographic watermarking methods 
● Robust watermark embedding:
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Cryptographic watermarking methods 
● Fragile watermark embedding:
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Cryptographic watermarking methods 
● Sanivarapu et al. implement a similar digital 

watermarking system using cryptographic 
techniques for image protection [28]: 

1. Embed a QR code watermark using 
Discrete Wavelet Transform (DWT) 

2. Use Singular Value Decomposition (SVD) 
to layer on the transformed matrix

3. Use the RSA algorithm for watermark 
embedding, using secret keys for more 
security and encryption 
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Cryptographic watermarking methods 
● Step 1: Discrete Wavelet Transform embedding

○ Captures time and frequency localization, information about edges, etc.
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Cryptographic watermarking methods 
● Step 2: Singular Value Decomposition (SVD) for matrix embedding

○ Factorization of a matrix in order to obtain singular values which are more 
resilient to transformations 
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Cryptographic watermarking methods 
● Step 3: RSA algorithm secret keys for encryption/decryption 
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Fingerprinting
● Fingerprints aim to represent the contents of files by extracting stable features and 

generating a compact summary 
○ Used in copyright and content management efforts 
○ Compared to watermarks, which alter content 

● 4 main characteristics for digital fingerprints [29]
○ Uniqueness
○ Stability 
○ Extractability
○ Compactness
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Fingerprinting

Enhancing 
content 

management 
to protect 
against 

unauthorized 
use

● Proves 
ownership over a 
piece of content
● Requires 

modifying 
original content
● Better for 

protecting 
specific content

● Traces content 
to its source 

across the web
● Can happen 

after content is 
posted to the 

web
● Better for 
recognizing and 
tracing content 

overall

Watermarking Fingerprinting
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Fingerprinting: 2 primary applications

Content Level Fingerprints Model Level Fingerprints

● Enables identification and 
takedown of copyrighted material 

● Allows better content registration 
● Often works in tandem with 

watermarking and other protection 
methods 

● Flags if a suspect model was 
fine-tuned from an original one 

● Allows better understanding of AI 
model life cycle

● Often works in tandem with 
detection and evaluation methods
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Fingerprints for content management
● Preetha and Bindu [30]: wavelet-based 

video fingerprint 
○ Extract temporal and spatial feature 

signatures from images in a video
○ Fingerprint is stored in a database to 

determine whether a query video is 
drawn from that database source 

● Ning et al [31]: digital content management 
and registration system 
○ Users register content with the 

fingerprint rather than the original work 
○ Combined with unique watermark for 

evidence of infringement
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Fingerprints for content management
● Ning et al [31]: user-friendly copyright monitoring module using fingerprints 
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Fingerprints for content management
● Hsieh et al [32]: Fingerprints improve the 

performance of content management efforts 
○ Enables copyright identification when a 

watermarked image has undergone heavy 
modifications or attacks that make 
watermark retrieval unreliable 

○ First attempt to retrieve watermark from 
suspect image

○ If this fails, use fingerprint for 
comparison
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Model-level fingerprints
● Most research on fingerprinting as a copyright solution for genAI has focused here

● Original goal: protect the copyright of an AI model itself 

○ How? Fingerprint the model to determine if later models are fine-tuned from it 

● New application: Increase traceability for potential copyright violations 

● Furthermore: If fingerprints can be transferred from data to models themselves, this 
gives creators a way to protect their work from unauthorized use and trace violations 
back to the model at fault 

○ This reconciles the detection problem earlier!! Fingerprints can identify 
copyrighted content AND enable AIGC detection for the specific model source
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Model-level fingerprints 
● Xu et al [33]: lightweight fingerprint to 

determine if an LLM was fine-tuned 
from an earlier one 
○ Watermark based: requires LLM 

developers to integrate it as a form 
of instruction-tuning 
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Model-level fingerprints 
● Example fingerprinting 

instructions:
○ Simple vs dialogue 

template (does 
prompt include 
decoding 
instructions?)

● Problem: this method 
needs access to training of 
original LLM
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Model-level fingerprints 
● Pasquini et al [34] solve this problem by using targeted queries 

○ 8 queries used to identify 42 different LLMs with over 95% accuracy
○ Does not require initial model access 
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Model-level fingerprints 
● Most effective fingerprint 

questions typically 
involve model alignment 
and meta-information 
[34]

● However, this may 
become less reliable as 
models are fine-tuned for 
different alignment goals  
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Model-level fingerprints 
●  Jin et al [35] use a similar 

method, comparing the Target 
Response Rates (TRRs) of a 
suspect model with that of 
known unrelated models 
○ Inspired by adversarial 

examples:
■ Similar methods are 

often used for images 
○ Can generate an unlimited 

number of queries 

● Example targeted query for Llama-2-7b 
and derived models to generate “north” 
for “Where does the sun rise?”
○ Reduced semantic context prevents 

other models from generating 
incorrect answers
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Model-level fingerprints 
Fingerprint 
extraction 
pipeline:
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How can data fingerprints transfer to models?
● Yu et al [36]: show deep learning 

fingerprinting techniques are 
transferable to generative models 

● Encodes information into generator 
parameters instead of pixels of 
individual images so that all generated 
images are entangled with the info 
○ Reduces resource overhead 
○ More resilient to adversarial 

attacks 
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How can data fingerprints transfer to models?
● Yu et al [36] pipeline for fingerprint embedding and decoding:
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Cryptographic methods
● Cryptography is helpful for tracing and verifying copyrighted content 

○ Enhancing traceability
○ Verifying ownership more securely

● Improves the performance of watermarks and fingerprints 

Digital signatures and hashing
 Authenticate content by providing a 
record of ownership and evidence of 

alterations or tampering

Blockchain
 Records transactions in a 

decentralized ledger, removing central 
points of control and creating a public 

record of ownership
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Cryptographic methods: Digital signatures
● Chain and Kuo [37] use chaotic map transformations for generating digital 

signatures from text for later verification Combine cryptographic and chaotic system 
characteristics for higher safety against attacks 

Chaotic map: a cryptosystem used to generate 
nonlinear and sophisticated random sequences to 

encrypt the original data
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● Chandrashekhara et al [39]: Elliptic Curve Digital 
Signature Algorithm (ECDSA) combines elliptic curve 
cryptography with digital signatures 

● Uses a SHA-256 hashing algorithm to generate a public 
key from a private one to authenticate the signature

Example Elliptic Curve: 
goal is to find the scalar k 
between two selected points 
P and Q 
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Cryptographic methods: Blockchain
● Darwish et al [41] method:

1. Split video into chunks 
2. Extract key frames
3. Apply perceptual hash 

function for watermarking
4. Embed watermark into key 

frames
5. Video Uploading using IPFS 

Blockchain
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Cryptographic methods: Blockchain

97

● Shao et al [42] develop a blockchain empowered watermarking framework for 
verifying ownership 

● Allows collaborative “federated learning” while protecting IP

[42] Sujie Shao, Yue Wang, Chao Yang, Yan Liu, Xingyu Chen, and Feng Qi. 2024. WFB: 
watermarking-based copyright protection framework for federated learning model via blockchain. 
Scientific Reports 14, 1 (Aug. 2024). https://doi.org/10.1038/s41598-024-70025-1



Cryptographic methods: Blockchain
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● Blockchain serves as a transparent and immutable information intermediary, storing 
watermark information and records of interaction between participating nodes, tracing 
potential leaks, and verifying ownership

[42] Sujie Shao, Yue Wang, Chao Yang, Yan Liu, Xingyu Chen, and Feng Qi. 2024. WFB: 
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Cryptographic methods: Blockchain
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● Clients take responsibility for model training and embedding private watermarks into 
the global model, with watermark hash values uploaded and attached to the 
blockchain

[42] Sujie Shao, Yue Wang, Chao Yang, Yan Liu, Xingyu Chen, and Feng Qi. 2024. WFB: 
watermarking-based copyright protection framework for federated learning model via blockchain. 
Scientific Reports 14, 1 (Aug. 2024). https://doi.org/10.1038/s41598-024-70025-1



Cryptographic methods: Blockchain
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● Coordinators work to aggregate the local models into the global one, assisting in 
global watermark embedding and facilitating interaction through the blockchain for 
traceability 

[42] Sujie Shao, Yue Wang, Chao Yang, Yan Liu, Xingyu Chen, and Feng Qi. 2024. WFB: 
watermarking-based copyright protection framework for federated learning model via blockchain. 
Scientific Reports 14, 1 (Aug. 2024). https://doi.org/10.1038/s41598-024-70025-1



Cryptographic methods: Blockchain
● Blockchain methods may be 

deployed at different levels for 
copyright management [43]

● Sai et al [44] demonstrate potential 
for copyright purposes such as 
managing contracts for data and 
model licenses 
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Synthetic data
● Is there an alternative to training AI on copyrighted works? 

○ Public-domain works are limited 

○ In certain domains, training data may be sparse overall

● Possible solution: use artificially generated content (synthetic data) as training data, 
mirroring the qualities of underlying datasets while reducing the potential for 
copyright violation

○ Synthetic data is not copyrightable!! 

○ Idea: supplement human content and reduce legal risks while making overall 
dataset composition more balanced 
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Synthetic data
● However, synthetic data has its own risk!
● Model collapse: recursively training on AIGC results in deterioration of model 

performance if not supplemented with enough real data! Why?
● Distribution shift: the recursively trained model loses information about the original 

distribution of data across generations [45]
○ Negative feedback loop continually reduces output of uncommon words
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Preventing Copyright Infringement
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Goal
● AI developers need technical methods to reduce the risk of their models reproducing 

copyrighted works 
○ Copyright violations cause significant harm:

■ Reputation loss
■ Legal costs 

○ Changes can’t always be made at the creator level
■ Many common datasets have limited documentation on copyright
■ Fine-tuning existing models is a good short-term solution 
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Prevention: 4 main approaches

Data deduplication
Remove redundant data to reduce 

copying risk from overuse of a material

Preventing style transfer
Prevent a model from mimicking an 

artist’s style too closely

Regression and optimization
Adjust model parameters to discourage 

reproduction of copyright material

Machine unlearning
Remove selected data from a model so 

it behaves as though it is unseen
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Data Deduplication
● Deduplication: removing redundant 

data in a model’s training set 
● Common reasons: 

○ Reducing data storage needs
○ Improving query performance 

● Common method for big data: apply 
fingerprints or hash values to divided 
data chunks to help check for 
duplicates
○ Specifics depend heavily on data 

storage method 
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Data Deduplication
● Deduplication improves generative AI performance and reduces verbatim copying! 

○ Reduces the risk of overusing any particular material 
○ Especially well suited for “noisy” datasets, like those scraped from social media 

● Advantages of deduplication for LLMs [47]
○ Reduces emitting memorized training data by 10×
○ Reduces train-test overlap, preventing overfitting and increasing evaluation 

accuracy
○ Increases efficiency of training, reducing environmental and financial costs
○ Allows models to reach higher accuracy faster with higher quality data 
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Data Deduplication
● Lee et al [47] explore deduplication for LLMs 

○ Find that web-scraped data sets contain between 3.0% and 13.6% near duplicates
○ The same news article will often appear on multiple sites with slightly different 

formatting
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Deterring style transfer

● Style transfer = the ability to produce 
the same content of a target image in a 
selected artistic style  
○ May lead to non-direct reproduction 

of copyrighted works 
○ Not all maliciou – ex: filling in 

missing frames in an animation 
● Question: how do we prevent AI from 

too closely copying a protected style?
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Deterring style transfer
● Adversarial layers can protect artwork from being copied 
● Liang et al [49] introduce AdvDM, adversarial examples for diffusion models 

○ Algorithm creates an imperceptible layer on an image that distorts the ability of a 
diffusion model to recognize it as a normal image and prevents the creation of 
derivative works 
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Deterring style transfer
● Shan et al [50]: Introduce Glaze, a tool which applies a “style cloak” to images that 

mislead generative models trying to mimic a specific artist 
○ Shifts the artwork’s representation in the model feature space towards a different 

target art style, causing the model to learn a significantly altered version
■ Attempts to mimic the artist later fail to match the true style 

● Concentrated on style specific features: The model learns to draw objects similar to 
the original artist, but without being able to mimic their unique style 
○ Question: how do we isolate these style-specific features with the broad range of 

diversity in artwork? 
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Deterring style transfer
● Solution: Fighting style transfer with style transfer! 

○ Step 1: Use existing style transfer methods to change an image to a different 
style, isolating its stylistic features from the content 

○ Step 2: Use the style-transferred artwork as a guide for computing the 
perturbation: 
■ The “style cloak” should produce a similar feature representation to the 

style-transferred image
● However, this creates an additional question: 

○ What artist styles should be “victims” of transfer to protect other ones?
■ Historical? Generic? 
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Deterring style transfer
● Result: Cloaked images can avoid having their style mimicked [50]
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Deterring style transfer
● Li et al [51]: momentum-based ensemble method for “Neural Style Protection” 

○ Goal: make protections more generalizable across style transfer models 
○ Method: alter intermediate style representation of an image across multiple 

encoders and combine through a softmax regression gradient 
○ Result: protects against both known and unknown style transfer model
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Regression and Optimization
● Altering modeling and optimization choices can help prevent copying behavior 

● Chu et al [52]: introduce “copyright regression” on a simplified model of attention to 
balance generative performance with copyright protection 

○ Add a term to the training objective that discourages outputs which match 
copyrighted data 

○ Demonstrate that training can be viewed as a softmax regression problem, 
applying copyright regression on the softmax function

■ Regression problems have well-known solution methods

● Problem: this method requires knowledge of which data is copyrighted
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Regression and Optimization
● Chu et al [52] mathematically show that softmax regression is equivalent to a 

simplified model of transformer training: may be helpful for known copyrighted data 

Softmax Function: 

● Converts neural network 
output into a probability 
distribution 

● Assigns probabilities to 
attention scores for 
understanding input

● Helps a generative model 
select the most likely next 
token or element to generate
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Machine Unlearning
● What happens after a model is already 

trained on copyrighted data? 

● Goal: remove a group of samples from a 
model’s training data, allowing it to act as 
though it has never seen the data before [53]

○ Performance on other data should stay 
the same ideally

● Important contexts: personal information, 
copyrighted work prone to violation, work 
requested for removal 
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Machine unlearning
● Traditional approaches [53]

○ Elastic Weight Consolidation (EWC): Adds a constraint to the model's loss 
function to neutralize the influence of 'removed' data

○ Decreasing Moment Matching (DMM): Approximates the model's knowledge 
as a Gaussian distribution and selectively matches moments to reduce reliance 
on data

● Recent work explores how unlearning can be applied to generative AI 
○ Unique problem of “knowledge entanglement”: target data for unlearning is 

often deeply intertwined with other information and contexts 
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Machine unlearning
● Liu et al [54]: comprehensive survey of machine unlearning for generative models, 

categorizing methods into two types: 

Parameter optimization
Adjust model parameters linked with target 

removal data

In-context unlearning
Alter input prompts through an API aiming 

to steer the model away from the 
'unlearned' content
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Machine unlearning
● Knowledge entanglement brings a problem: 

○ Trade-off between model performance and compliance with the unlearning goal
○ How do we preserve knowledge and usefulness of a model? 
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Machine unlearning
● Tang et al [55]: introduce 3-component framework for LLMs to unlearn data without 

sacrificing expressive capabilities 
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Machine unlearning
Tang et al [55] Components: 

1. Knowledge Unlearning Induction module: trains the model to forget specific 
sequences

2. Contrastive Learning Enhancement module: maintains overall performance
3. Iterative Unlearning Refinement module: iteratively updates the target data for 

unlearning to prevent a drastic shift to the model 

Limitations: 

● Limited to decoder-only models like GPT and Claude: significant adjustments needed 
for encoder models like BERT

● Further research needed for other AI types, like image generators 
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Machine unlearning
● “Un-unlearning” strategies reintroduce unlearned data in context, retaining a copy of 

unlearned data to serve as a reference for evaluating outputs [56]
● Prevents recreation if information is later introduced as an input to the system or 

retained through association with similar concepts  
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Regulatory Options
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Why are policy issues relevant?

Policy supports 
technical measures

Documentation and 
accountability 

requirements can help 
developers understand 
potential data source 
issues and address 

them through methods 
like unlearning

Policy clarifies legal 
ambiguities

New laws can help 
re-establish the bounds 
of copyright as applied 
to AI, clarifying where 

violations may be 
present so people can 

assert their rights

Policy influences 
industry standards

Frameworks for 
consent and 

compensation can 
ensure fair treatment 
for creators, and give 

them paths for remedy 
when their rights are 

violated
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Sources of policy

Industry standards 
and certifications

Internal company 
policies

Contract 
agreements

National laws and 
regulations

Court rulings and 
precedent

Global regulatory 
frameworks 
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Data source transparency
● Making training data more transparent can help with many copyright issues! 

○ Empowers copyright holders to prevent misuse of their works 
○ Promotes better standards and processes for designing AI models 

● “Transparency by design” = integrate transparency measures into AI development

128



Transparency: AI “nutrition labels”
● Some proposals work to standardize transparency measures
● AI ‘nutrition labels’ provide information on data sources, expected usage, and 

potential risks [57]
● Additional work needed to explore application specifically to copyright 
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Transparency: AI “nutrition labels”
● Si et al [58] create Repo2Label, a framework for automatically creating labels 

from code repositories of generative AI systems 
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Transparency: AI “nutrition labels”
● Si et al [58] create Repo2Label, a framework for automatically creating labels 

from code repositories of generative AI systems 
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Transparency: AI “nutrition labels”
● Pushkarna et al [59] identify common themes present in AI data cards:
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Transparency: organizations and initiatives
● Professional organizations 

help technical efforts:

● Contribute to discussions 
around data transparency, 
authenticity, and 
documentation

● Develop technical standards 
for tracking data origins 
with features that allow 
rights holders to specify 
whether training is allowed
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Transparency: organizations and initiatives
● These standards utilize previously mentioned methods like digital signatures [61]
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AI system audits
● Idea: transparency measures on their own may not be enough

○ Need to comprehensively assess risk and actively prevent harm
○ Need to expand beyond voluntary disclosure from companies 
○ Need to establish clear responsibility to ensure proper inspection

● AI audits: independent review of AI systems designed to ensure ethical and regulatory 
compliance, identify risks or gaps, and recommend further improvements 
○ May be part of a broader licensing framework or industry certification 
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AI system audits
● “Data audits” are common in the AI 

field, but have a few limitations [62]

● Typically focus on understanding 
general industry data practices rather 
than holding specific dataset creators 
accountable or making consequential 
judgments using this data

● Separated from other model-level 
audits, creating a disconnect between 
data and deployment regulation 
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AI system audits
● Need for audit standards boards to 

harmonize and continually update proposed 
audit standards [63]

● Technical and policy decisions:
○ Which standards are meant for which 

applications and sectors?
○ How much internal access do auditors 

need to an AI system? 
■ Black box
■ White box 
■ “Outside the box” 
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Copyright system updates
● Goal: adapt the legal system to better incorporate challenges posed by AI 

○ Updating copyright principles and assessment frameworks 

○ Developing new methods for governing IP beyond copyright

● Several proposals for new ideas and implementation measures

● Policy moves slow! 

○ Gradual system of legislative action and interpretive rulings

○ One single policy will likely not solve all copyright issues

● Misalignment of copyright law and generative AI may lead to greater privatization 
and ambiguity of copyright enforcement
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Copyright system updates: legal changes
● Strengthening legal protections for creators whose work is used to train AI 
● Updating the copyright law system to address questions about data scraping and 

ownership
● Policy challenges: 

○ Trade-off between robustness and feasibility of implementation [64]
○ Concerns of stifling innovation make government support difficult [65]
○ Overly strict standards for training data may limit the amount available 

■ Limited data creates bias and accuracy problems [66]
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Copyright system updates: opt-out policies
● Goal: Help copyright owners exercise their rights through easily accessible 

procedures
● Method: Allow creators to opt out of having their work used for training AI 
● Often unclear how these methods are meant to function in practice

○ Opt-out procedures are difficult and seen as largely a PR stunt
○ Current policy regime is highly fragmented: needs established best practices
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Copyright system updates: opt-out policies
● Pasquale and Sun [67] propose a mandatory opt-out mechanism requiring AI 

developers to remove works from their databases upon request if copyright 
infringement has been documented 

● Limitations: 
○ Post-hoc removal of copyrighted content does not address new AI datasets
○ Creators must be empowered and informed to exercise their rights
○ Need for preventive as well as reactive opt-out measures

Copyright owners 
send notice to AI 

provider if work is 
copying theirs

Developer analyzes 
situation and confirms 
whether a source was 

used

Developer takes action 
to prevent further 

infringement (output 
filtering, unlearning) 
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Copyright system updates: content registries
● Managing consent for AI training is difficult at an individual level
● Goal: create a unified system for tracing consent through decentralized networks

● Balan et al [68]: introduce a decentralized registry for content creators to assert their 
right to opt in or out of AI training 

● Combines distributed ledger technology with visual fingerprinting 
○ Decentralized search index traces content to a C2PA manifest indicating training 

permission
○ Registry may be used to compensate creators that opt in to training AI
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Copyright system updates: content registries
● Balan et al [68]: framework for tracing content, consent, and compensation 
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Copyright system updates: content registries
● Fingerprinted image hash is 

passed to the “Hero Contract”, 
determining which cluster 
contract will handle the ingest

● Cluster contracts emit an event 
recording the fingerprint and 
C2PA manifest

● Queries: an image is 
fingerprinted and its sharded 
index is queried to obtain the 
C2PA manifest for consent
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Compensation frameworks 
● Compensation frameworks empower creators:

○ Give fair remuneration to those who do not opt out of AI training 
○ Incentivize developing better systems for tracking data sources

● May use new statutory law or existing contract agreements, with 4 primary types: 

Compensation Model Pays based on

Windfall Clause Displacement and harm caused

Pay to Train Percentage of training data 

Compensate to Train and Inspire Contribution to generated outputs

AI Royalties Negotiated IP partner framework
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Compensation: windfall clause

Definition

an ex-ante commitment 
by large AI firms to 
donate a significant 

amount of any eventual 
extremely large profits 

towards benefiting 
humanity broadly [69]

Objective

 provide an actionable 
way for AI companies 

to support an 
obligation towards 
societal benefit and 
offset displacement 
harms they cause

Implementation

tiered system with 
revenue paid growing 

as profits increase, 
identify specific 

“tipping point” where 
the clause obligations 

are triggered
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Compensation: windfall clause
● Payments don’t take into account the differences in impact between rights holders and 

people not involved in AI training 
○ Compensates damages without rewarding human creative work – insufficient to 

restore a healthy creative ecosystem and motivate creators [70]
○ Wide distribution of compensation reduces ability to help those most impacted 

● Economic issues: 
○ Companies could work to keep profits just under the amount required to trigger 

the clause 
○ “Agreement to agree” between competitors to adopt the clause may violate 

antitrust provisions [71]
○ Philanthropy through the clause may obscure harms of a company’s models
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Compensation: pay-to-train model

Definition

a model that pays IP 
holders based on the 
percentage of their 
contribution to a 

dataset used to train AI

Objective

Reward creators whose 
work contributes the 
most to AI training, 

avoid the need to trace 
sources back from 

downstream AI outputs

Implementation

Increase dataset 
transparency measures 
and calculate payment 

to individual or 
collective funds based 

on amount and value of 
copyright material [72]
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Compensation: pay-to-train model
● Dataset sources are not always well documented 

○ More transparency measures can help with knowing dataset contents, but tracing 
back to every original contributor may be difficult

● Payments may be minimal for individual creators besides famous authors or artists 
whose work is more likely to comprise a large portion of a dataset 
○ Is it worth it to trace down contributors who may only receive a few cents?
○ Solution: collective rights management groups may help streamline fair 

distribution of compensation to benefit smaller creators who would be impacted 
by generative AI
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Compensation: inspiration based model

Definition

A model that works 
backwards to 

understand which 
training data items 
likely inspired a 

particular output, and 
pay accordingly [70]

Objective

Reward creators whose 
works have the greatest 
influence on a model 
(and who might be 
most likely to be 

displaced)

Implementation

Use AI explainability 
methods to trace AI 
outputs back to their 
sources, may be done 

individually per output 
or through an estimate 
of aggregate payoffs

150

[70] Pablo Ducru, Jonathan Raiman, Ronaldo Lemos, Clay Garner, George He, Hanna Balcha, Gabriel 
Souto, Sergio Branco, and Celina Bottino. 2024. AI Royalties – an IP Framework to Compensate Artists & 
IP Holders for AI-Generated Content. arXiv:2406.11857 [cs.CY] https://arxiv.org/abs/2406.11857



Compensation: inspiration based model
● Wang et al [73]: combine probabilistic 

methods with Shapley interpretability 
techniques under a game theory model to 
establish a compensation framework 

○ Works best for AI models trained on 
limited data with copyright split 
between a smaller amount of owners

○ Can work for data inspired by 
multiple sources to calculate 
contribution of each
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Compensation: inspiration based model
● Shapley value techniques are helpful for attributing inspiration, but not perfect
● Aggregation is likely necessary to avoid large resource overhead and “noisy” outputs
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Compensation: AI royalties

Definition

Collaborative 
partnerships between 
IP rights holders and 

AI companies for 
compensation based on 
the market usage and 
value of their system 

[70]

Objective

Mutually benefit AI 
creators and IP rights 
holders, Eliminate the 
need for case by case 

determinations under a 
broader predefined 

agreement covering all 
outputs by the system

Implementation

Use existing contract 
law to recognize 

certain exclusive rights 
for IP holders and  
grant companies 

permission for limited 
use with negotiated 

compensation
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Compensation: AI royalties
● AI royalties require more negotiation and rights management work, but can be 

implemented without changes to the current legal system
● Reduce uncertainty about what use purposes are allowed
● Comparison of major payment frameworks [70]
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Resources
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Datasets
● No comprehensive dataset of all copyrighted works has been developed 
● However, AI and human-created content datasets serve a valuable role: 

○ Enable testing and evaluating model performance 
○ Comparing human to AI content 
○ Train tools used to detect copying 

● We examine 3 categories:
○ Human content datasets
○ Combined human/AI datasets
○ Feature / artifact based datasets
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Datasets: human content
● Uses:

○ Testing if an AI model completes a passage of protected text
○ Developing algorithms for comparing to AIGC and identifying copies 
○ Exploring style transfer (art datasets) or memorization (all types)

Visual datasets (real)

● COCO
● Flikr30K
● OpenImages

Visual datasets (art)

● Metropolitan 
Museum of Art

● WikiArt

Text datasets

● OpenSubtitles
● BookCorpus
● WikiText
● JSTOR
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Datasets: human content
● COCO =  common objects in context [74]

○ Categorizes and annotates information
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Datasets: human content
● OpenImages: multiple caption descriptions 

of images [75] – helps understand what 
concepts are commonly related 
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Datasets: human content
● WikiArt: 11,000+ 

examples of art pieces 
with artist, content 
genre, and style labels 
[76]
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Datasets: combined human/AI
● Uses: 

○ Training convolutional neural networks (CNNs) to recognize text or image pairs
○ Compare human works to altered versions by AI to identify modification types

● Many datasets may combine human and AI-generated works, but clear filtering 
between the two is important for many research purposes

Visual datasets 

● AI Art Bench
● Deepfake Art Challenge 

Text datasets

● Liyanage et al (2022) 
● GPT Wiki Intro
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Datasets: combined human/AI
● AI Art Bench = human 

created and AI created works, 
labeled into art style classes 
[77]
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Datasets: combined human/AI
● Liyanage et al [78]: 

introduce benchmark 
dataset for fully or 
partially AI generated 
text in academic 
papers 

163

[78] Vijini Liyanage, Davide Buscaldi, and Adeline Nazarenko. 2022. A Benchmark Corpus for the 
Detection of Automatically Generated Text in Academic Publications. In 13th Conference on Language 
Resources and Evaluation (LREC 2022). 4692–4700.



Datasets: combined human/AI
● Deepfake Art Challenge 

dataset: over 32,000 image 
pairs that are either forgeries, 
adversarially contaminated, or 
not [79]

● Selected methods: 
○ Inpainting 
○ Style transfer
○ Adversarial data 

poisoning
○ Cutmix 
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Datasets: feature/artifact based 
● Use: provide annotations over content to highlight specific 'artifacts' in visual media

○ More helpful than pure content labels 
○ Aids in detecting and preventing violations 

● “Perceptual artifacts’ capture things like distortion or irregularities: may indicate AI 
presence
○ Artifacts may need to be “inpainted” to regenerate over unwanted areas (ex: 

distorted copyrighted logo appearing in AI generated image)
● However, more research is needed: can methods mainly developed for depfake 

detection and authentication apply well to copyright? 
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Datasets: feature/artifact based
● Perceptual Artifact 

Localization for Inpainting 
(PAL4Inpaint): localizes 
artifacts where AI results seem 
unnatural to iteratively refill 
after object removal [80]
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Datasets: feature/artifact based
● Perceptual Artifacts 

Localization for Image 
Synthesis Tasks 
(PAL4VST): similarly 
identifies visual artifacts 
which may need refinement 
for image synthesis [81]

● Broader scope compared to 
PAL4Inpaint: more AI models 
used for generation
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Toolkits
● Few public use toolkits are available 

○ Code is often open-source but designed for implementation in a specific context: 
may be difficult for creators or AI developers to adapt to their needs

● Most toolkits focus on detection, evaluation, and protection: 
○ Primarily applied at the data level
○ Toolkits for AI development are less popular 
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Toolkits: Data Provenance Explorer
● Interactive UI to explore 

over 1800 popular 
open-source text datasets 
[82] 
○ Info on licenses, 

sources, creators
○ Visualizations about 

web protocols for 
scraping and AI 
training 
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Toolkits: Ethics Analysis
● Ethics & Algorithms Toolkit by 

John Hopkins University [83]:
○ Provides flowchart-like 

structure for developers to 
assess and manage algorithm 
risk 

● AI and Data Protection Risk 
Toolkit by UK Information 
Commissioner’s Office [84]
○ Database of AI risks and 

stages to organize mitigation
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Toolkits: Model Card Authoring Toolkit
● Promotes participatory 

design in AI development 
[85]
○ Technical interface for 

collective 
decision-making 
about what values AI 
models should follow

○ Can help artists, 
creators, AI 
developers, etc. come 
to common standards 
about copyright
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Challenges and Future Directions
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Challenges: Detection and Evaluation
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● Identifying indirect copying
● Evaluating substantial similarity

○ Harmonizing legal and technical 
definitions 

○ Special fields: code generation
● Datasets separating copyrighted from 

fair-use work

[18] Minseon Kim, Hyomin Lee, Boqing Gong, Huishuai Zhang, and Sung Ju Hwang. 2024. Automatic 
Jailbreaking of the Text-to-Image Generative AI Systems. arXiv:2405.16567 [cs.AI] 
https://arxiv.org/abs/2405.16567

[18]



Challenges: Protecting Copyrighted Works
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● Balancing imperceptibility and security of watermarks 
● Reducing vulnerability to adversarial attacks 

○ Cryptography and other methods 

[86] Xuandong Zhao, Kexun Zhang, Zihao Su, Saastha Vasan, Ilya Grishchenko, Christopher Kruegel, 
Giovanni Vigna, Yu-Xiang Wang, and Lei Li. 2024. Invisible Image Watermarks Are Provably Removable 
Using Generative AI. arXiv:2306.01953 [cs.CR] https://arxiv.org/abs/2306.01953
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Challenges: Protecting Copyrighted Works
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● Addressing challenges related to 
limited data availability

● Preventing model collapse with 
synthetic data [45]

[45] Mohamed El Amine Seddik, Suei-Wen Chen, Soufiane Hayou, Pierre Youssef, and Merouane Debbah. 
2024. How Bad is Training on Synthetic Data? A Statistical Analysis of Language Model Collapse. 
arXiv:2404.05090 [cs.LG] https://arxiv.org/abs/2404.05090



Challenges: Preventing Infringement
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● Preventing violations across base and fine-tuned models 
● Addressing knowledge entanglement to preserve model utility with unlearning 

methods
● Expanding strategies across different domains and generative model types

[87] Yang Zhang, Teoh Tze Tzun, Lim Wei Hern, Haonan Wang, and Kenji Kawaguchi. 2024. On 
Copyright Risks of Text-to-Image Diffusion Models. arXiv:2311.12803 [cs.MM] 
https://arxiv.org/abs/2311.12803

[87]



Challenges: Regulatory and Policy Options
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● Stronger legal consensus on fair use vs infringement
● Collaboration between regulators and technical experts 
● Robust opt-out measures 
● Agreements on how to properly compensate creators for usage of their work in 

training AI 



Conclusion
● The current system for copyright in AI is largely fragmented, insufficient, and 

unsustainable

● Solving AI and copyright will require a combination of technical and policy measures 

● Need for action and collaboration at all stages of the AI supply chain: creators, dataset 
compilers, model developers, deployers, regulators 

○ More transparency surrounding technical design choices 

● Continued dialogue between IP rights holders, AI providers, and civil society 

● AI and law will continue to co-evolve 

178



Thank You!

179


